IES /1SS EXAM, 2010

Serial No. [ 0021 ] fC—HLR-K—TB]

STATISTICS—II

[Time Allowed : Three Hours] [Maximum Marks : 2

D

INSTRUCTIONS

Candidates should até‘empr FI
questions in ALL including Quest:’b
No. 1 and 5 which are compulsfry e
remaining THREFE questio

answered by choosing t ONE
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Section B.
carri

ed by each

The number r

gquestion isgi ed against each.
Answe *M! be written only in
- ENG

$ds and abbreviations are as usual.)
! é essential data assumed by

andidates for answering questions must
be clearly stated.
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1. Attempt any S parts of the following :—

(a)

(b)

(d)

D

SECTION—A
o

| and n, are drawn from two
population having means p; and M, rcspcctively
with a common variance o?. Find the BL

lp + /,1, and obtain its variance.
State and prove Gauss-Markoff theorem all

basic assumptions and model requ1§n;b
Consider four mdependent rand les with
E(}',)“E(}’z)"ﬁ +0,; y4)—9 +0,;
V(}')-—G,l'_l 2, 3, 4

Determine the condltlo

Samples of sizes n

mability of a linear

parametric functi Z £; 9, . Also obtain a
i=1

solution of % al equations and the sum of
squares duf t or. 8

If Xl’ .§ X_ are iid from N(0, 1). Investigate the
behav of the following estimators in terms of
Las#dness, consistency, efficiency and sufficiency :

ixi
&i) T,=2112% Gy g i

3 n

(2) (Contd.}




® ©If
£(x/0)=exp E{- {BA'(0) — A(B)} — A'(0) + S(x)]

is a distribution indexed by parameter 8, then obta
the Maximum likelihood estimator of 6.

() Discuss the following estimation proce

(i) Pivotal method of constructing nce
interval.

(ii) Bootstrap method of @n‘g revised

estimates. C) 8

2. (@ LetX,, X, X, be t e&orrelated random
variables havingd c on variance o, If

E(X))=806, +0 28, +6,, E()(3)=€'i1 +292.
Show that e%squares estimates §,,0, satisfy
~ the equa .

$O ain :
() V(8,), V(8,)and Cov(6,,6,)
(i1) the Error sum of squares. 10

(b) LetX,, D, G s Xn denote a random sample from

a population with mean u and variance 02(< o0).

~ 3 (Contd.)




(c)

(d)

3. (a)

Find the BLUE of u. Using appropriate examples ¢
show that this estimator may attain Cramer-Rao
lower bound for some distribution, while for some
other distribution, there exists an unbiase
estimator which is better than the BLUE.

State and prove factorization theorem for su
Hence or otherwise investigate the su

1
the estimator, T =€(Xl +2X, +3X,
Bernoulli distribution. 10
Give the statement of Q‘narya bounds.
Investigate the existen(
for 9 if :

f(x; 0) =

Further veri

attacharya bound

ther there exists any MVB

? Compare the estimates. 10

estimatopor
For m@ E(y) = A, D(y) = o1, describe the

ton space and error space and find the least

udares estimator for 6. Show that the columns
E of A and Y—A§ are orthogonal. 10

Define a one-way analysis of variance model,

stating all its assumptions. Prepare the complete
ANOVA table with the corresponding Expected
SS for error and total. 10

4) (Contd.)

-




@® ¢« LaaX, X, .. X )and (Y,, Y, s Y) be two
independent samples from N(p,, 02), N(p,, 0'2)
' respéctively where u,, 1, and o” are all unknown.

Obtain a 100(1 — a)% confidence interval f
Hy = Hy. | @

(d) Show that a consistent solution of al od
equation 1is asymptotically normal erjcertain
conditions to be stated. 10

4. (@) Lety., i=1, 2, ..... i endent random
variables with E(y.) = X ;V(y)=¢c , Where
B . btain the estimators of

" a, pand the of the estimators. 10
(b) Let (X,, X‘&n) be a random sample from
N(p, © is unknown. Use pivotal method to

find a @: — a)% confidence interval for p.
10
@isﬁnguish between Vniformly minimum variance
unbiased (UMVU) and Minimum variance bound

(MVB) estimator. Show that UMVU estimator 1is

always umique, if it exists. 10

(5) (Contd.)
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(d) If X, is the mean of a random sample of size ®

from N(u, c; ) and I:(2 is the mean of another

random sample of size n from N(u, o, 2, and the
two samples are independent then show that ;

(i) pX,+(0-p)X,,0<p<l1 is unbiased

2

when p=——2 - 202
¢ 2 +0'2 @
SECTION
S. Attempt any § :—

{(a) Distinguish betw n

and
(i1) the variance of the estimator O@mum

(1) Simple posite hypothesis
(ii) Rand and non-randomized tests
(iii) Nuﬂfaltemative hypothesis
(v) d posternior distribution. 8
Gi\en g random sample from N(u, 1), propose a

or H, : p = 10 against H, : p = 11. Obtain
critical region of the test and power of the test.

8
&c) Discuss the steps involved in setting the control
limits for R—charts when the population range R

is unknown. 8

(6) (Contd.)




)

(b)

(c

Obtain the moment generating function of a

- multivariate normal distribution Np(p, 2). 8

If X ~ Poisson (A) and if A assumes a prior
distribution gamma (¢, B), obtain a Bayes estimate
for A. . 8
Explain sequential probability ratio test pl‘o@.
Obtain OC and ASN functlons fo

H,: 8 =6, versus H,

WS a
Bernoulll dlstnbutlon Wlth p é
Define : mﬁ
(1) Exponential famil butmns
(ii) Uniformly mos 1 test
(iii) Unbiased te
(iv) Similar te t 10

1f two size n and n, are drawn from
two norm ulatlons w1th dlﬁ'erent variances,
dev a fest for :

¥ 2_ 2 L2 2

ro, =oc, versus H, : o} + o). 10

the distribution of sample correlation
coefficients rij’s (i<j=1, 2 .... p) when the
corresponding population correlation coefficients,
pij;-&O G=)=1,2 ...

p-variate normal distribution.

p) in sampling from a
10

N (Contd.)




www.isscoaching.com 9560402898 DEEP INSTITUTE SUDHIR SIR

(d)

(b)

$$

Distinguish between LTPD and AOQL. Design
sampling plan for inspecting large batches (N large
which has a 95% chance of accepting batches with
0-5% defective and a 5% chance of accepting
batches with 5% defective. 0

A coin is tossed for which probability

1 2
.head is either 3 or3- We are agke decide
which value of 9 is true. The#®n ¥ tossed once
and the loss function is I( =)0 - d)%. Find :
(i) All possible decig) S

(i) Risk for all degs les
(iii) Minimax d & rules. 10
Define Maha i3 D2-Statistic. Establish a

suitable re ip with T2-Statistics. Hence or

otherwi ain the null distribution of
Dz-w oY 10

X
(c$x ~ Np(l-ll, X) and X=[xm], where

. X xq+l
X®O=|"?| and X® =|
\ Xq J* e
Obtain E[X{ | X¥). 10

(8) (Contd.)

E




(d) Let X be a single observation from a probability
function p(x) which is positive as the non-
negative integers and zero elsewhere. For testing

—1

H, : p(x) —ix_ versus H, :p(x)=—— . obtain th
critical region and show that the test is unb &

8. (a) Let X(] ) < X(n) be the extreme Statistics i dom

sample of size n from a rectangu@igtribution
over (0, © + 1). To test H o™ 0 against
H :0 > 0, the test is rej QFX > 1 or

1 ’ < ()
X(n} > ¢, where c is a S . Determine ¢ so

that the test has size show that the test is
unbiased. 10

(b) Show that SPR’% ates with probabiiity one.
‘ 10

(c) Large ba f screws are subject to a single
samplgng with n = 60, ¢ = 2. If the process

-av, = 0-01, does this lot accept batches of

h Quality (p < P) with high probability ? If the

ortion of defectives in a batch is 0-05, what

is the chance of accepting the batch ? 10

Define a Wishart distribution. State and prove its
reproductive property. 10

®







